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Abstract 
This paper presents the current dialogue capabilities of a 
Virtual Conversational Character (VCC) named Franco, 
which is an integral part of the Future Operation Centre 
and Analysis Laboratory (FOCAL).   The VCC is used 
in a “Virtual Adviser” (VA) role to present multimedia 
information from pre-generated marked up scripts, and 
to engage in unscripted conversation with human users.  
The Virtual Adviser can run and control other applica-
tions within the virtual environment, allowing a “natu-
ral” interface between the user and complex information 
systems. The Virtual Adviser has been demonstrated 
with the Binni scenario used by the DARPA CoAX pro-
ject. 

1 Introduction  

Presenting information by VCCs has been demonstrated 
by various systems in the open literature.  Examples in-
clude “Ananova”, a virtual newscaster that presents text 
based information via a speaking, digital talking head 
(Ananova, 2002).  Another system is the Personalised 
Plan-based Presenter (PPP), a cartoon style, embodied 
character that presents information by emulating human-
human communication techniques.  The PPP combines 
pointing, head movements and facial expressions to draw 
the viewer’s attention to the information being presented.  
(Andre, Rist and Muller, 1998).   

One of the key new technologies we are developing 
for the Future Operations Centre Analysis Laboratory 
(FOCAL) is a “talking head” named Franco.  In addition 
to the presentation of information, Franco is able to con-
verse with users through the integration of automated 
speech recognition (ASR) and dialogue management sys-
tems.  Franco is capable of conversing with the user on 
selected topics within a limited domain.   

FOCAL is a prototype future command centre, based 
around a 150°, semi-immersive, collaborative, virtual 
reality environment. It is currently used for developing, 
integrating, and evaluating technologies potentially suit-
able for command centres of the future.   

This work is part of ongoing research under the “Vir-
tual Adviser” (VA) and “Virtual Interaction” (VI) work 
packages of the FOCAL task, currently underway in the 
Command and Control Division of the Defence Science 
and Technology Organisation (DSTO) at Edinburgh, 
South Australia. 

2 Introducing…  Franco 

Franco, shown in Figure 1, is an animated, 3-dimensional 
“talking head” model (Taplin et al, 2001), developed us-
ing Alias|Wavefront™ Maya™, and making use of its 
real-time animation rendering engine and high-level 
scripting language. The Festival speech synthesis system 
(Festival, 2002) performs text-to-speech (TTS) conver-
sion to provide Franco’s voice.  Franco is capable of de-
livering prepared information, such as a briefing or slide 
show, or interacting with users conversationally.  Inde-
pendent autonomous behaviour such as blinking and mi-
nor head and eye movements, provide increased realism.  
An SGI Onyx3400 with IR2 graphics engine is used as 
Franco’s graphics and TTS engine, and renders him into 
an immersive VR environment.  

 

 
Figure 1.  VCC named Franco – FOCAL’s first Vir-
tual Adviser 
 
Franco is controlled from a Java implemented console 
application, that can accept piped, manually entered, or 
automatically generated input. Information to be pre-
sented by Franco is entered as marked up text with em-
bedded behaviours, system calls and links to multimedia 
files. Further detail relating to presented multimedia and 
embedded behaviours can be found in section 4.3.  A 
schematic summarizing the implementation details is 
shown in Figure 2. 
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Figure 2:  Schematic of Virtual Adviser 

3 Knowledge Domain 

Our current Virtual Adviser is designed to interact with 
the user within a limited domain relating to military air-
craft, ships and geographic information in a demonstra-
tion scenario based around the CoAX Binni scenario 
(Allsopp et al, 2002), used to showcase FOCAL’s capa-
bilities.  In this fictional scenario an Australian ship in a 
UN mandated peacekeeping role is attacked, and the role 
of the Virtual Adviser is to allow the user to gain a better 
situation awareness of what has occurred and to assist in 
the generation of a medical evacuation of the injured.  
The information has been sourced in the scenario from 
publicly available material, including the internet.  The 
Adviser can also provide additional information about the 
FOCAL facility and has fictitious personal interests.  For 
questions that go beyond the current knowledge base, an 
ELIZA style system has been implemented (Weizenbaum, 
1966), where the question is cheekily mimicked back to 
the user. 

4 Implementation of Conversation System 

To create an initial conversational system using Franco, a 
laptop computer with Dragon NaturallySpeaking™ in-
stalled, has been utilised (Dragon, 2002).  Dragon 
NaturallySpeaking is a speaker-dependent, automated 
speech recognition (ASR) system designed for PCs and 
has been chosen because of its good developer support, 
high recognition accuracy, and availability.  Connected to 
the USB port is a high quality, head-worn, noise-
cancelling microphone.  Supporting software has been 
developed using Python (Lutz, 1996), which is an inter-
preted, interactive, object-orientated programming lan-
guage.  Python is portable across most computing 
platforms, and has an interface to Dragon Naturally-
Speaking via NatLink (Gould, 2001).  NatLink allows 
powerful macros to be developed in Python for Dragon 
NaturallySpeaking, including the ability to create gram-
mars, which instruct the ASR what to listen for, and to 
generate callbacks when speech matching the grammar is 
recognised.  The grammar can include optional and alter-
nate words, which are particularly relevant for natural 
language processing.  Two separate Python programs are 
used, one running on the PC and the other on the Onyx.  
Section 4.1 and 4.2 explains these two programs.  

4.1 Background Noise Filtering 
The program running on the PC utilises NatLink for inte-
gration with Dragon NaturallySpeaking and allows the 
specification of grammars.  We have designed the gram-
mar to eliminate background noises from entering the 
system. The grammars specified in this program allow all 
sentences to be parsed, but are very restrictive on single 
word utterances by the user. The only single words parsed 
by the grammar are the defined key words and other 
common single word responses such as ‘Yes’ and ‘No’.  
All other single words are rejected, as they are most likely 
an insertion error caused by unwanted noise and the 
forced insertion mode of the ASR.  With the current 
grammar implementation, if these unwanted singular 
word outputs are not eliminated, they typically result in a 
perceived utterance that cannot be handled by the current 
system.   

Along with insertion errors, ASR systems also make 
substitution and deletion errors.  Substitution errors occur 
when the correct word is incorrectly recognised and sub-
stituted with an incorrect word, while deletion errors oc-
cur when an utterance provides no response from the ASR 
system.  Due to the key word technique we have adopted, 
substitution and deletion errors have not had a significant 
impact on performance, due to high recognition accuracy 
of the key words. This can be achieved by the user under-
taking additional training of the ASR system, specifically 
targeting the key words.  

4.2 Natural Language Processing 
The program running on the Onyx handles dialogue man-
agement and response generation.  The dialogue man-
agement is achieved through a series of strings in the 
form of regular expressions.  The regular expressions are 
composed of key words, as opposed to complete sen-
tences, to provide a natural language processing ability.  

The key word technique was chosen for a number of 
reasons when compared to a complete grammar.  First, it 
provides greater flexibility in the phrasing of questions by 
the user, therefore increasing robustness. Secondly, as we 
were using a very large active vocabulary, speaker de-
pendent ASR system, the key word technique is more 
tolerant of erroneous words resulting from the ASR sys-
tem. This is particularly relevant, as the ASR system was 
not tightly coupled to a grammar.  Tight coupling be-
tween the ASR system and the grammar typically pro-
duces increased recognition accuracy at the expense of 
question flexibility.  

When the relevant key words are correctly recognised, 
suitable responses can be generated from data pertinent to 
our demonstration scenario. The regular expressions are 
programmed in a hierarchical manner to support context 
sensitivity.  Users can ask a general question about a par-
ticular military platform, then progressively ask more 
detailed questions as information is presented.  An exam-
ple is shown below, where (1) is a general question asked 
about the aircraft, and (2) and (3) has the user requesting 
more specific information. 

 
 
 
 



(1) What do we know about the Sukhoi Su-27? 

The Sukhoi Su-27 is a soviet-
designed multi-role fighter designed 
as  … 

 

(2) What is its takeoff distance? 

The Sukhoi Su-27 can takeoff in … 

 

(3) And its flying range? 

The Sukhoi Su-27 has a flying range 
of … 

This principle can be extended to multiple levels of nest-
ing, enabling further querying of returned information.  
When utterances cannot be matched within the regular 
expressions of the current context, the parent context be-
comes active again. The user can also shortcut the hierar-
chy and simply ask a question by using an attribute in 
combination with the asset name.  An example is demon-
strated in (4) below.  

 
(4) What is the takeoff distance of the  

Sukhoi Su-27?   

The previous examples have illustrated questions to re-
trieve single attributes of an aircraft.  Aircraft specifica-
tions can also be displayed in a tabular format such that 
relevant information is provided in a single window.  In 
this instance Franco does not read out the information in 
the table.   

The grammar supports alternate words, such as abbre-
viated versions or nicknames of military platforms in our 
scenario. 

4.3 Multimedia Output 
In addition to spoken output from the Virtual Adviser, we 
also present imagery and multimedia to enhance the pre-
sented information.  For example, we display images of 
particular military assets to supplement the textual infor-
mation, provide location details on digital maps, and pro-
vide animations or movie clips where appropriate, to 
increase the richness of information presented to the user.   
The Virtual Adviser can also be used to launch applica-
tions within the computing environment in response to 
user or information cues.  This allows the Virtual Adviser 
to assume the role of a virtual assistant for the user, and 
integrate painlessly with other technologies in FOCAL. 

When other visual media is presented in conjunction 
with spoken output, Franco glances or turns his head to-
ward the newly launched application to direct the users 
attention to the additional material being presented.  
Where the spoken utterances contain several sentences of 
information relating to the visual media, Franco glances 
back at the visual information at the start of each new 
sentence maintaining engagement with the users. 

4.4 Franco’s Personal Information 
In addition to the professional data stored in the knowl-
edge base, Franco also stores personal data, including his 
name, birth date, personal interests and underlying archi-
tecture information.  Questions not captured in the main 

regular expression set are passed to the ‘unknown ques-
tion’ handler that provides a selection of randomly as-
signed phrases to help the user rephrase their question.  
Additional regular expressions have been developed in an 
ELIZA style, that help trap asked questions that fall out-
side the primary knowledge domain.   

 
I think you need a shave 

Why do you think I need a shave? 

4.5 A VCC with ATTITUDE 
One of the main thrusts of the research effort in FOCAL 
is to automate the mundane information gathering, man-
agement, and reasoning processes to allow the user to 
deal more effectively with the dynamic, uncertain, high 
risk, and time critical military environment.    In FOCAL 
this task will be handled by ATTITUDE, a multi-agent 
architecture developed at DSTO, capable of representing 
and reasoning with uncertainty and about multiple 
alternative scenarios.  In the long term it is proposed to 
also use ATTITUDE as the dialogue management engine 
for the Virtual Adviser, and first steps along this path 
have been taken by demonstrating control of Franco by 
ATTITUDE running an implementation of ELIZA. 

5 Future Directions 

The current implementation of our interaction with 
Franco is relatively simple, primarily used to demonstrate 
simple grammars and to explore interaction capabilities 
with a Virtual Adviser.  The next version will incorporate 
more sophisticated language processing by using Regulus 
(Rayner, 2001), a bi-directional language-processing 
component.  Regulus, also referred to as Open NLP, is 
available as open source software. Initially, we intend 
utilising Regulus for natural language processing before 
we become involved with the language generation capa-
bilities.  We will also be implementing and investigating 
Nuance® 8.0 to provide our ASR capabilities (Nuance, 
2002).  Nuance has several attractions: primarily it is a 
speaker-independent system; has recently incorporated 
Australian-New Zealand English acoustic language mod-
els, and Regulus compiles into Nuance grammars.  We 
are also investigating new TTS technologies, including 
rVoice™ by Rhetorical Systems (rVoice, 2002) and Nu-
ance TTS engines.  rVoice has the attraction of providing 
an Australian female voice developed by Appen (Appen, 
2002), while Nuance TTS provides a male UK synthe-
sised voice.   

Measuring the cognitive value and user acceptance of 
the talking head within the FOCAL environment consti-
tutes part of the planned research for the development of 
this project.   
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